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Abstract

The ParaPhrase project aims to produce a new structured design and implementation process for heterogeneous parallel architectures, where developers exploit a variety of parallel patterns to develop component-based applications that can be mapped to the available hardware resources, and which may then be dynamically re-mapped to meet application needs and hardware availability.

We are exploiting new developments in the implementation of parallel patterns that will allow us to express a variety of parallel algorithms as compositions of lightweight software components forming a collection of virtual parallel tasks.

Components from multiple applications will be instantiated and dynamically allocated to the available hardware resources through a simple and efficient software virtualisation layer. In this way, we will promote adaptivity, not only at an application level, but also at a system level.

Finally, we are developing virtualisation abstractions across the hardware boundaries, allowing components to be dynamically re-mapped to either CPU/GPU resources on the basis of suitability and availability in a simple and straightforward way.
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Vision
The ParaPhrase project aims to produce a new structured design and implementation process for heterogeneous parallel architectures, where developers exploit a variety of parallel patterns to develop component-based applications that can be mapped to the available hardware resources, and which may then be dynamically re-mapped to meet application needs and hardware availability.
We are exploiting new developments in the implementation of parallel patterns that will allow us to express a variety of parallel algorithms as compositions of lightweight software components forming a collection of virtual parallel tasks.
Components from multiple applications will be instantiated and dynamically allocated to the available hardware resources through a simple and efficient software virtualisation layer. In this way, we will promote adaptivity, not only at an application level, but also at a system level.
Finally, we are developing virtualisation abstractions across the hardware boundaries, allowing components to be dynamically re-mapped to either CPU/GPU resources on the basis of suitability and availability in a simple and straightforward way.

Objectives
• To develop high-level parallel design patterns that easily expose parallelism for a wide variety of parallel applications
• To develop efficient parallel implementations corresponding to these patterns that can be easily re-targeted to different hardware architectures.
• To define a virtualisation of the parallel software in the form of a low-level component model defining well-defined component state, life-cycle, and interfaces (use and provide) that allows the re-mapping to, possibly heterogeneous, hardware devices.
• To develop refactoring tools that support the parallel design process by allowing the straightforward inclusion of alternative parallelisations for the same software design.
• To develop adaptation mechanisms that dynamically and efficiently re-map software components to the available hardware components.
• To validate the overall ParaPhrase approach using a representative set of industrially-derived high-performance applications.
• To create a new user community with the help of which the new insights, techniques and experimental tools developed in the project.

Status
We have finished our first year and we have been positively evaluated.
The following items are currently progressing:
• ‘RISC’ Skeleton Set Ready
• Initial Refactoring tools available
• Static CPU/GPU Virtualisation underway
• User Application Set defined
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